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Abstract- The ever-increasing size of datasets in the Big Data era requires effective methods for extracting meaningful 

information. Data Mining provides a means to analyze large datasets and uncover valuable patterns that can inform future 

decisions. In this study, we analyze a healthcare dataset of heart diseases to predict the likelihood of a patient having a heart 

disease based on specific parameters. To accomplish this, we implement decision tree classification algorithms such as 

ADTree, J48, and RandomForest. Additionally, a feature selection algorithm is applied to remove the least significant three 

attributes from the dataset, resulting in improved classification performance. Comparing the previous and current results 

reveals the effectiveness of this approach in enhancing the classification accuracy. 
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I. INTRODUCTION 

Data mining involves the process of discovering patterns in 

large datasets, utilizing a range of techniques from artificial 

intelligence, machine learning, statistics, and database 

systems. It is an interdisciplinary field of computer science 

with the primary objective of transforming data into a 

structured and understandable format for further analysis and 

use [1]. In the era of Big Data, there has been a significant 

increase in the volume of raw data. According to a survey [2], 

the size of data is expected to grow from 4.4 zettabytes to 44 

zettabytes between 2013 and 2020. Consequently, there is a 

critical need to analyze this raw data and extract useful 

patterns that can aid in making informed decisions. Data 

mining involves performing exploratory analysis on this vast 

dataset, including database and data management aspects, 

data preprocessing, model and derivation considerations, 

interestingness metrics, complexity considerations, post-

processing of visualization, and online updating [3]. 

In this study, we utilize data mining techniques for early 

detection of heart diseases in patients based on certain 

attributes. To achieve this, we analyze a dataset of 270 

patients with 13 attributes obtained from the UCI repository. 

We apply Decision Tree Classifiers to the dataset, allowing us 

to identify key patterns that can aid in early detection of heart 

diseases. 

II. DATA MINING TECHNIQUES 

Researchers use various techniques to extract information 

from datasets, such as clustering, classification [4], 

association rules, and regression analysis. Clustering is used 

to group similar objects together and is applied in diverse 

fields such as market research, image processing, and biology 

[5]. Classification and Regression Analysis are used to predict 

the class or value of a data item and generate models based on 

training data. Decision Tree Classification is a recursive 

method that creates nodes and splits the data until all records 

have the same classification. This paper focuses on Decision 

Tree Classification techniques using J48, ADTree, and 

Random Forest decision tree classifiers. Association Rules 

are used to analyze patterns from data based on if-then 

association rules, and algorithms like AIS, SETM, and 

Apriori can be used to implement them. The support and 

confidence relationships between items are used to create 

association rules. 

III. LITERATURE SURVEY: 

 The use of Data Mining techniques in the field of healthcare 

has been widespread in recent years. Researchers have 

applied various classification algorithms to identify patterns 

and predict disease probabilities. In [6], the focus is on using 

Artificial Neural Network and Decision Tree approaches to 

understand why many individuals in the United States lack 

health coverage. Another researcher in [7] applies Data 

Mining techniques to predict the likelihood of breast cancer in 

patients by discovering hidden patterns in the dataset. 

Similarly, [8] implements an Intelligent Heart Disease 

Prediction System (IHDPS) using Decision Tree, Naïve 

Bayes and Neural network techniques to predict the 

probability of heart disease in patients. 

Furthermore, in [9], the accuracy of different classification 

algorithms is compared and analyzed on a healthcare dataset 

to identify the best classifier. However, Data Mining 

classification is not limited to healthcare only, as [10] has 
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used these techniques to create a vaccination schedule for 

mothers and provide alerts for the next vaccination. 

Additionally, another approach in [11] presents an 

examination toolbox based on open-source modules that 

facilitates the analysis of healthcare-related datasets. The 

toolbox provides detailed analysis of doctor and hospital 

ratings data and can be useful for software engineers, big data 

architects, hospital administrators, policy makers, and 

patients. As an illustration of the toolbox's capabilities, the 

researcher examines the relationship between the position of 

medical professionals and clinical outcomes using a freely 

available dataset of national hospital ratings in the USA. The 

analysis suggests that there is no significant relationship 

between the experience of medical professionals and hospital 

ratings as defined by the US government. 

IV. PROPOSED METHODOLOGY 

In this paper, a dataset of Heart diseases is collected from the 

UCI repository. This data set has 13 attributes and 270 

instances. The various attributes considered in the study are: 

Attribute Information:  

____________________ 
 1. age  

 2. sex  

 3. chest pain type (4 values)  

 4. resting blood pressure  

 5. serum cholesterol in mg/dl  

 6. fasting blood sugar > 120 mg/dl  

 7. resting electrocardiographic results (values 0,1,2)  

 8. maximum heart rate achieved  

 9. exercise induced angina  

 10. oldpeak = ST depression induced by exercise relative to rest  

 11. the slope of the peak exercise ST segment  

 12. number of major vessels (0-3) colored by flourosopy 

 13. Thalassemia: 3 = normal; 6 = fixed defect; 7 = reversable defect 
 

With the help of WEKA machine learning tool, a 

classification model using J48, RandomForest and ADTree is 

built to clasify the test data. Output of classifiers is as shown 

below: 

 
Fig 1: representing output of ADTree classifier 

 
Fig 2: representing output of J48 classifier 

From the experiment it can be concluded that the 

classification accuracy of RandomForest classifier is highest 

which is 79.6296% ass compared to J48 and ADTree 

classifier which is 76.6667% and 78.5185% respectively. 

Attribute Selection:  To determine the least contributing 

attributes in the dataset,feature selection techniques are 

applied. Objective of these techniques is to identify those 

attributes that do not or least contributes to the classification 

accuracy and removal of these attributes may increase the 

accuracy rate. In this paper,Information Gain, Gain Ratio and 

Chisquare attribute selection algorithms are applied and those 

attributes are removed that are common to the result of all 

feature selection techniques to ensure right selection of the 

attributes.Along with these attributes, Rankers algorithm is 

applied for the ranking of attributes 

 
Fig 3: representing output of RandomForest 
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Fig 4: representing result of GainRatioAttributeEval 

From the experiment it can be concluded that the 

classification accuracy of RandomForest classifier is highest 

which is 79.6296% ass compared to J48 and ADTree 

classifier which is 76.6667% and 78.5185% respectively. 

Attribute Selection:  To determine the least contributing 

attributes in the dataset,feature selection techniques are 

applied. Objective of these techniques is to identify those 

attributes that do not or least contributes to the classification 

accuracy and removal of these attributes may increase the 

accuracy rate. In this paper,Information Gain, Gain Ratio and 

Chisquare attribute selection algorithms are applied and those 

attributes are removed that are common to the result of all 

feature selection techniques to ensure right selection of the 

attributes.Along with these attributes, Rankers algorithm is 

applied for the ranking of attributes 

 
Fig 5: representing result of  InfoGainAttributeEval 

 
Fig 6: representing results of ChiSquaredAttributeEval 

 

From the analysis it has been observed that the attributes 

fasting blood sugar (fbs), resting blood pressure (rbp) and 

serum cholesterol (sch) have no contribution to the 

classification hence these can be removed from the dataset. 

Removing the Attributes:From the above experiment it has 

been observed that the attributes fbs, rbp and sch have least 

contribution to the classification decision. Thus, these 

attributes are removed and the Decision Tree Classification 

algorithms are again implemented to check the performance 

difference. The results of these classifiers after the attribute 

removal are as below: 

 
Fig 7: representing results of ADTree classifier after feature 

extraction 
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Fig 8: representing results of J48 claclassifier after feature extraction 

 

 
Fig9: representing results of RandomForest classifier after feature 

extraction 

 
Algorithm Accuracy 

before 

feature 

extraction 

Accuracy 

after 

feature 

extraction 

Mean 

Absolute 

error 

before 

Feature 

Extraction 

Mean 

Absolute 

Error 

After 

Feature 

Extraction 

J48 76.6667% 78.8889% 0.274 0.2508 

RandomForest 79.6296% 82.2222% 0.267 0.237 

ADTree 76.6667% 78.8889% 0.274 0.2508 

Table: Representing comparison among algorithms 

V. RESULTS AND DISCUSSION 

 From the above experiment we can conclude that feature 

extraction technique has impact on accuracy of decision tree 

classifier. The results are improved up to 2.89 %. This would 

lead to better prediction of a patient suspectable to heart 

disease. 

VI. CONCLUSION 

 Machine Learning calculations can be applied to datasets to 

extract some useful patterns from it which may support future 

directions. This paper has implemented Decision Tree 

Classifiers for the early detection of heart diseases in a patient 

based upon some attributes. A feature extraction approach is 

also applied to increase the accuracy of prediction and it has 

been observed that the accuracy has been improved to 2.89%. 

Further, from the study it can be concluded that the 

algorithms behave differently for different datasets in terms 

of accuracy in prediction, execution time and mean square 

error. 
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