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Abstract—Biometric person identification systems are the important in the environments where security must be needed. In 

this respect, a Biometric person identification systems has been designed which identify the person by determining the 

authenticity by their voice in multilingual environment. The speech samples are recorded in three Indian languages Hindi, 

Marathi and Rajasthani for multilingual environment. Pitch,  formant frequencies, MFCC and GFCC feature are extracted 

from the speech signals. For training and testing, neural network using radial basis functions are used. In this experiment 

accuracy of Biometric person identification 96.52% has been achieved. 
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I. INTRODUCTION 

A biometric system is a identification system, which identify 

the person by determining the authenticity of a specific 

physiological or behavioral characteristics of a user. 

Biometrics system can be used as a form of identity access 

management and access control in many applications. 

Biometric characteristics can be divided into two main 

classes: Physiological and Behavioral. The human voice is a 

physiological characteristic because each person has different 

vocal tract, but biometric person identification is mainly 

based on the study of the way a person speaks, commonly 

classified as behavioral characteristic. 

 

Biometric person identification system refers to identifying 

persons from their speech or voice of different languages. In 

India there are many peoples who are able to speak more 

than one language [1]. Therefore there is a need to identify 

the effect of   languages on a biometric person identification 

system in multilingual environment. When the multilingual 

biometric person identification system is being transferred to 

real applications, the need for greater adaptation in 

identification is required [13]. The performance of the 

monolingual biometric person identification tends to 

decreases when speaker is speaking in another language. 

Therefore there is a need to make such systems which can 

work for multiple languages.  

Languages are generally affected by other languages 

that are present in the surrounding and by the speaker’s 

mother tongue [2]. Multilingual speech processing for 

multilingual speaker identification is a field of research in 

speech signal processing and language identification which 

come together many techniques developed for biometric 

person identification in single language environment with 

new approaches that convert it to the multilingual 

environment [8]. 

 

To find some statistically relevant information from 

multilingual human speech signals, it is required to have 

system for reducing the information which is available in 

multilingual speech signals into a relatively small number of 

parameters, called Feature Vectors. Feature extraction is the 

first step for the Biometric person identification system. 

Many algorithms were developed by the many people for 

feature extraction.  

 

II. LITERATURE REVIEW 

W. Burgos [20] conducted the experiments on the TIMIT 

database and the English Language Speech Database, were 

the test utterances are mixed with noises at various SNR 

levels to simulate the channel change. The results of their 

experiment shows an empirical comparison of the MFCC-

GFCC combined features with the individual features. 

 

S.Sarkar et al.[1] reported the performance of multilingual 

speaker identification systems on the IITKGP-MLILSC 

speech database. They designed a GMM-based speaker 

recognition system. They reported that the average language-

independent speaker identification rate were 95.21% and an 

average equal error rate of 11.71%.  
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B.G.Nagaraja and H.S. Jayanna,[2] presented a paper in year 

2013 on speaker verification in the environment of mono, 

cross and multilingual using MFCC and LPCC with the 

constraint of limited database for languages: English, Hindi 

and Kannada. They reported that the combination of MFCC 

and LPCC features gives 30% higher performance compared 

to the individual MFCC and LPCC features. 

 

U Bhattacharjee and K.Sarmah[5] were conduct  the 

experiment on their collected Multilanguage database for 

study the effect of language discrepancy on multilingual 

speaker identification system. English, Hindi and a local 

language of Arunachal Pradesh were considered for  their 

experiments. GMM and UBM model were used for the 

speaker identification system They used  Mel- Frequency 

Cepstral Coefficients (MFCC) vectors. The effect of the 

language mismatch in training and testing has been reported. 

 

P. Kumar and S. L. Lahudkar [8] introduced a new method 

i.e fusion output for combined LPCC and 

MFCC(LPCC+MFCC) features and assess together with the 

different speech feature extraction methods. Speaker 

verification model for all methods was evaluated by VQ-

LBG method.  

 

S.Sharma and P Singh [17] presented two working engines 

using both alluded alternatives by use of continuous BPNN 

and GFCC method. They designed a system which was used 

for training and testing of audio wave files. They used neural 

network and GFCC tool for their result. After collection of 

database of speech signals for the training, extracted 

necessary features and train the system using GFCC and 

BPNN algorithm.  

III. METHODOLOGY 

Database Generation: 

For Biometric person identification system, there is a need of 

database. The database is generated by recording of the 

speech signal of different persons of three Indian languages 

i.e. Hindi, Marthi and Rajasthani. To record the voice 

samples we have used microphone. The recording and 

segmentation was done by Gold wave software. The 

sampling rate of recorded sentences was 16KHz.The 

sentences consist consonants i.e  “cha”, “sha” and  “jha” for 

the recording. Total number of speakers involved were 100 

including males and females. 

 

Feature Extraction: 

There are two modules in Biometric person identification 

system in multilingual environment i.e Feature Extraction 

and Feature Matching. A small amount of information from 

speech signal of a multilingual person has been extracted in 

Feature Extraction, where as in Feature Matching extracted 

features are compared to identify the person in multilingual 

environment. 

The original speech signal of a person consist redundant 

information. For Biometric person identification system, 

eliminating such redundancies helps in reducing the 

computational overhead and also improve system accuracy. 

Therefore all most biometric system involves the 

transformation of signal to set of compact speech parameter 

that is called feature vectors. 

 

Speech feature extraction is the signal processing frontend 

which has purpose to converts the speech waveform into 

some useful parametric representation [15]. These 

parameters are then used for further analysis in multilingual 

speaker identification system. Here Pitch, Formant 

Frequencies, MFCC and GFCC features has been extracted 

from the speech signal of different languages of a person. 

 

Pitch and Formant  Frequencies features Extraction: 

The pitch is fundamental frequency F0 and it is determined 

by the vibratory frequency of the vocal folds. The standard 

range of pitch is from 75 Hz to 500 Hz for human voice. 

Formants are frequency peaks which have, in the spectrum, a 

high degree of energy [15].The features pitch and first three 

formant frequencies are extracted through the PRAAT 

software. After extracting the different features the database 

has been prepared. 

 

MFCC features Extraction: 

MFCCs are one of the most important feature extraction 

techniques used in Biometric person identification  system 

based on frequency domain using the Mel scale [14]. The 

complete process for obtaining MFCC coefficients is shown 

in figure-1: 

 

 
Figure-1: MFCCs feature extraction process. 

 

In figure-1 recorded multilingual speech signals are 

segmented by Frame Blocking. The frame size of 15~20 ms 

with overlap of 50% is used. To keep the continuity of the 

first and the last points in the frame, each frame has to be 

multiplied with a hamming window using windowing 

technique. We get magnitude response and frequency 

response of each frame through Fast Fourier Transform 

(FFT). In Mel-Frequency Wrapping it is assumed that the 

signal within a frame is periodic, and continuous. Using 

Discrete Cosine Transform (DCT) we convert the log Mel 

spectrum into time domain is called Mel Frequency 

Cepstrum Coefficient(MFCCs). These set of coefficient is 

called acoustic vectors.  
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GFCC features Extraction: 

In GFCC features extraction, for generate the cochleogram of 

the respective raw speech signal Gammatone filter bank is 

used, which represents transformed multilingual speech 

signal in the time domain and frequency domain. The 

cochleogram is based on ERB scale with finner resolution at 

low frequency Besides it allows more number of coefficients 

in comparison to MFCC. The Mel filter-bank for a power 

spectrum is with 257 coefficients while the GFCC is with 

512 coefficients. The GFCC feature extraction process as 

shown in figure-2. 

 

 
Figure-2: GFCCs feature extraction process. 

 

In GFCC process the Pre-emphasis circuit is designed by a 

first order FIR digital filter for spectrally smooth the 

multilingual speech signals and make uniform the inherent 

spectral tilt in speech signals [1],[2]. Hamming window is 

used to reduce the spectral distortion. After that on 

windowed speech frame FFT is applied. As a result we 

obtained 512-point FFT spectrum of the speech frame. 

Gammatone filter bank(GTFB) which contains series of 

bandpass filters used to models the frequency selectivity 

property of the human cochlea. In order to simulate the 

human perceived loudness of given certain signal intensity 

logarithm is applied to each filter output [19]. The last stage 

of this process is consists of correlating the filter outputs 

using Discrete Cosine Transform (DCT). 

 

This system take the multilanguage speech samples as input, 

computes its GFCC, delta and double delta coefficients as a 

feature vector has been recorded. And accordingly all three 

matrices of 13 vectors are combined and are used as speech 

identification. 

 

Classifier: 

There are two major phases are involved to develop a 

multilingual speaker identification system i.e. training phase 

and testing phase. During the Training phase a 

comprehensive database of speech feature vectors has been 

prepared. During the Testing phase speech is recorded and 

features are extracted. Compare features with the features of 

trained data using neural network. 

 

Radial Basis Function network is one of the static feed 

forward neural network in which two layer, single hidden 

layer and one output layer. Gaussian or other kernel basis 

activation functions are used in hidden unit of Radial Basis 

Function network. Radial Basis Function neural network are 

much faster than the multi layer perceptron trained using 

back propagation algorithm. Radial Basis Function are less 

susceptible with non stationary input because speech is also 

non stationary type of signal, so Radial Basis Function is 

more appropriate classifier for Biometric person 

identification  system. 

 

IV. RESULTS 

First of all the speakers voice (sentence) has been recorded in 

three Indian languages: Hindi, Marathi and Rajasthani, which 

are having ‘cha’ , ’’sha’  and  ‘jha’ utterence in it are 

extracted from the sentences. Then pitch, formant 

frequencies, MFCC  and GFCC features analysis has been 

done. Total 100 speakers including male and female are 

considered for the analysis. The result of features analysis 

and biometric identification system are discussed in 

following subsections: 

 

Pitch and Formant frequencies analysis: 

 During the pitch and formant frequencies analysis, it has 

been observed that when speaker change the language, the 

value of pitch and formant frequencies has changed. The 

variation in the pitch value for utterance ‘cha’ in three 

languages as shown in figure-3.  

 

 
Figure-3: Variation of pitch for three languages of utterance  

‘cha’. 

  

The value of pitch and formant frequencies of Marathi 

language has more as compared to hindi and Rajasthani 

languages as shown in figure-3. The observation has been 

presented that the pitch of speaker are increases when 

speaker change the language from rajasthani to hindi to 

marathi. Similar analysis has been perform for utterance 

‘sha’ and ‘’jha’ also. Same analysis has been performed on 

the first three formant frequencies F1,F2 and F3 and 

percentage deviation has been calculated. The percentage 

deviation  shows that when the speaker change the language 

,the percentage deviation in formant frequencies F1,F2 and 

F3 for Rajasthani and Marathi from hindi are positive and 

negative respectively for utterance ‘cha’.Similar analysis has 

been perform for ‘sha’ and ‘jha’ also. 
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MFCC Analysis 

Here examine some detail analysis of  Mel Frequency 

Cepstral Coefficients (MFCCs)-the domain features used for 

Biometric person identification system in multilingual 

environment. Their success has been due to their ability to 

represent the speech amplitude spectrum in a compact form. 

The analysis has been done for the three utterance “cha”, 

“sha”  and  “jha” in three Indian languages. Base of the 

analysis is observed the variation in mel frequency cepstral 

coefficients when speaker change the spoken. The 

observations are, the minimum values and the maximum 

values of MFCCs for three languages are different. It is 

observed that the  Rajasthani language has the larger values 

as compared to Hindi language and Marathi Language in 

minimum values of the feature vectors, where as Marathi 

Language has the larger values as compared to Hindi 

language and Rajasthani language in maximum values of 

feature vectors. 

 

GFCC Analysis 

The GFCCs feature extraction method has been implemented 

for Biometric person identification system in multilingual 

environment. This system take the multilanguage speech 

samples as input, computes its GFCC, delta and double delta 

coefficients as a feature vector has been recorded. And 

accordingly all three matrices of 13 vectors are combined 

and are used as a feature vectors. 

 

The effect of language on the features vector of a speaker has 

been observed. Base of the analysis is observed the variation 

in Gammatone Frequency Cepstral Coefficients when 

speaker change the spoken language. The observations are, 

the minimum values and the maximum values of GFCCs for 

three languages are different. It is observed that the Marathi 

language has the larger values as compared to Hindi 

language and Rajasthani language in minimum values of the 

feature vectors, where as Rajasthani language has the larger 

values as compared to Hindi language and Marathi language 

in maximum values of feature vectors. 

 

Biometric person identification system in multilingual 

environment: 

Biometric person identification system in multilingual 

environment system has been designed. Features vectors 

database using MFCC and GFCC has been prepared The 

extracted features of the speech signals of multiple languages 

are observed. For training and testing RBF neural network 

are used. The experimental result are shown in table -1  

 

   Table -1: Percentage identification rates of  Biometric 

person identification system in multilingual environment: 

Language 

 

% Identification Rate (Using) 

MFCC GFCC 

MFCC 

+ 

GFCC 

Hindi 89.33 96 97.56 

Marathi 86 95 96.25 

Rajasthani 83.66 94 95.75 

Average % identification 

rate 
86.33 95 96.52 

 

From table-1, it is clear that if the person spoke the hindi 

language has the greater identification rates as compared to 

Marathi language and Rajasthani language in all three 

format. It is also clearly shown that GFCC give the better 

performance as compared to MFCC in biometric person 

identification system in multilingual environment. It is also 

observed that using combine features(MFCC+GFCC), the 

averages % identification rates slightly increases as shown in 

figure-4.  

 
Figure-4: Biometric person identification using RBF 

 

V. CONCLUSION 

For Biometric person identification system in multilingual 

environment, Pitch, Formant Frequencies, MFCC and GFCC 

features has been successfully extracted. The value of 

features has changed when speaker change the spoken 

language. The identification rate of hindi lingual speakers are 

high as compared to other languages in all three cases. A 

combined approach for feature extraction is suggested to 

improve the reliability of multilingual speaker identification 

system. The RBF neural network gives the better percentage 

identification rates than the other algorithms 
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